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Abstract

For his senior capstone project at St. Joseph's University in Philadelphia, Joe Witiw created a new casino game called Rollette. To begin this game, a player places a bet on one of the numbers in the set $S = \{20, 30, 40, 50\}$. The player then rolls two dice repeatedly, keeping track of the cumulative sum with each roll. If he reaches his bet exactly, the player wins. If he overshoots his bet, he loses. To add an interesting twist to this otherwise straightforward game, the player also loses if he reaches exactly half his bet. How much money should a casino pay to a player who wins after placing a $1 bet on a particular element of $S$? The payout should be high enough to entice players, but low enough to guarantee the casino a profit in the long run.

1 Probabilities.

Casinos generally select payouts that guarantee them an average win of $0.05 per game in the long run. According to the Law of Large Numbers, they know the proportion of times a player wins a game of Rollette with a bet on 20, for example, will approach the theoretical probability of doing so, as the number of Rollette plays increases. In order to select an appropriate payout, a casino must determine this theoretical probability. Let $P(n)$ denote the probability of obtaining a cumulative sum of exactly $n$ in repeated rolls of two fair dice. For the moment, we set aside the twist in Rollette which causes a player to lose upon reaching half his bet, and focus on the probability of rolling a sum of $n$.

To determine the probability $P(n)$ of obtaining a cumulative sum of exactly $n$ in repeated rolls of two dice, we consider the generating function

$$F(z) = \sum_{n \geq 0} P(n) z^n$$

where we define $P(0) = 1$. $F(z)$ is the formal power series in which the coefficient of $z^n$ gives us the probability we seek. Below we find an expression for $F(z)$, then determine $P(n)$ by computing the coefficient of $z^n$. In so doing, we will
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observe that $F(z)$ is not only a formal power series, but also a function of the variable $z$ when $|z| < 1$.

Let $G(z)$ denote the generating function

$$
G(z) = \frac{1}{6}z + \frac{1}{6}z^2 + \frac{1}{6}z^3 + \frac{1}{6}z^4 + \frac{1}{6}z^5 + \frac{1}{6}z^6
$$

in which the coefficient of $z^n$ gives the probability of obtaining $n$ with a single roll of one die.

Since the coefficient of $z^n$ in $G(z)$ is the probability of obtaining $n$ with a single roll of one die, we know the coefficient of $z^n$ in

$$
H(z) = G(z)^2
$$

is the probability of obtaining a sum of $n$ with a single roll of two dice.

Because the coefficient of $z^n$ in $H(z)$ is the probability of obtaining a sum of $n$ with a single roll of two dice, we know the coefficient of $z^n$ in $H(z)^k$ is the probability of obtaining a sum of $n$ with exactly $k$ rolls of two dice.

Since $P(n)$ is the probability of obtaining a sum of $n$ with any number of rolls (one or two or three...) of two dice, we must have

$$
F(z) = 1 + H(z) + H(z)^2 + H(z)^3 + \ldots
$$

i.e.,

$$
F(z) = \sum_{k \geq 0} H(z)^k
$$

Does this series converge? Recall from calculus that $1 + x + x^2 + x^3 + \ldots$ converges to $\frac{1}{1-x}$ whenever $|x| < 1$. Here we’re interested in $x = H(z)$. By the triangle inequality we know $|H(z)| \leq \frac{1}{36}|z|^2 + \frac{2}{36}|z|^3 + \frac{3}{36}|z|^4 + \ldots + \frac{1}{36}|z|^{12}$. This means $|H(z)| < 1$ whenever $|z| < 1$. We have shown that

$$
F(z) = \frac{1}{1 - \left(\frac{z^7 - z}{6(z-1)}\right)^2}
$$

for $|z| < 1$. The fact that $F(z) = 1/[1 - H(z)]$ as a formal power series is enough to determine $P(n)$. We use the additional information that $F(z)$ is a function below.

Now that we have a formula for $F(z)$, we can determine $P(n)$ using polynomial long division, Taylor’s theorem, or a computer algebra system such as Maple or Mathematica to find the coefficient of $z^n$ for any desired $n$ (see Figure 1). In so doing we obtain the sequence

$$
\{P(n)\}_{n \geq 2} = 0.028, 0.056, 0.084, 0.114, 0.147, 0.182, 0.166, 0.156, 0.148 \ldots
$$
$$H = \frac{z^3 - z}{6 (z - 1)};$$

$$F = \frac{1}{1 - H};$$

Series of \( F(z, 0, 12) \): 

\[
\begin{align*}
1 \cdot z & \cdot 7 z^2 + 49 z^3 + 343 z^4 + 2401 z^5 + 16807 z^6 + 70993 z^7 \\
6 & \cdot 36 + 218 + 1296 + 7776 + 46656 + 279936 + \\
450295 z^6 & \cdot 2825473 z^7 + 17492167 z^8 + 106442161 z^9 + 633074071 z^{10} \\
1679616 & \cdot 10077696 + 68466176 + 362797056 + 2176782336 + O(z^{11})
\end{align*}
\]

**Figure 1:** Mathematica computes \( P(n) \) for \( n = 1, 2, \ldots, 12 \).

Does the sequence \( \{P(n)\}_{n \geq 2} \) converge? We do not need the answer to determine payouts for Roulette, but the question is interesting, so we’ll answer it. Here we use the fact that \( F(z) \) is a function of the complex variable \( z \) for \( |z| < 1 \). We will show that \( F(z) \) has a simple pole at \( z = 1 \) and that its residue there is \(-\frac{1}{7}\). We will then explain why this implies

$$\lim_{n \to \infty} P(n) = \frac{1}{7} \approx 0.143$$

Let \( D(z) = 1 - H(z) \) denote the denominator of \( F(z) \). Since \( D(1) = 0 \), we know \( F(z) \) has a singular point at \( z = 1 \), and we can find its Laurent series about that singular point. To do so, we begin with the series representation for \( D(z) \). Because \( D(z) \) is analytic everywhere, it has a Taylor series about \( z = 1 \).

$$D(z) = D(1) + D'(1)(z - 1) + \frac{D''(2)}{2}(z - 1)^2 + \ldots$$

Since \( D(1) = 0 \), we know \( (z - 1) \) divides evenly into \( D(z) \). Since \( D'(1) = -H'(1) = -7 \), we know \( (z - 1)^2 \) does not divide evenly into \( D(z) \). Thus when we multiply \( F(z) \) by \( (z - 1) \), we obtain a function which is analytic everywhere (the factor of \( (z - 1) \) in the denominator cancels with the multiplier), and therefore has a Taylor series about \( z = 1 \).

$$(z - 1)F(z) = \sum_{n \geq 0} a_n (z - 1)^n$$

This yields a Laurent series for \( F(z) \).

$$F(z) = \frac{a_0}{z - 1} + a_1 + a_2(z - 1) + a_3(z - 1)^2 + \ldots$$

We see that \( F(z) \) has a simple pole at \( z = 1 \), and calculate its residue there. We have \((z - 1)F(z) = (z - 1)/D(z)\), and we know \((z - 1)\) divides \( D(z) \). Factoring
(z - 1) out of the denominator, canceling it with that in the numerator, and substituting z = 1 yields $a_0 = -\frac{1}{7}$. We obtain

$$F(z) = \frac{-\frac{1}{7}}{z - 1} + \sum_{n \geq 0} a_{n+1}(z - 1)^n$$

Let $J(z) = \frac{-\frac{1}{7}}{z - 1}$ so that $F(z) = J(z) + \sum_{n \geq 0} a_{n+1}(z - 1)^n$, and

$$J(z) = \frac{-\frac{1}{7}}{z - 1} = \frac{1}{7} \left( 1 + z + z^2 + \ldots \right) = \frac{1}{7} + \frac{1}{7} z + \frac{1}{7} z^2 + \ldots$$

Recalling the definition $F(z) = \sum_{n \geq 0} P(n)z^n$, we have

$$\sum_{n \geq 0} \left[ P(n) - \frac{1}{7} \right] z^n = F(z) - J(z) = \sum_{n \geq 0} a_{n+1}(z - 1)^n$$

which is analytic everywhere. Thus $\lim_{n \to \infty} |P(n) - \frac{1}{7}| = 0$, i.e.,

$$\lim_{n \to \infty} P(n) = \frac{1}{7}$$

2 **Payouts.**

Now that we have the probabilities we need, how can we use them to select appropriate payouts for *Rollette*? We begin by considering an example featuring a simpler game with a similar name: *Roulette* pays $35 for a winning $1 bet on a single number. Since an American wheel has 38 slots (1 – 36, 0, and 00), the theoretical probability of winning on a single number bet is 1/38. After a large number of such bets, the house expects to make an average of $(37/38) \times $1 – $(1/38) \times $35 $\approx $0.05 per game. For most plays, the house collects $1, but sometimes it returns the $1 and pays $35. The Law of Large Numbers guarantees that the proportion of times a casino must pay $35 is close to 1/38 since a very large number of *Roulette* plays will occur over time.

We now return to *Rollette*. How should we assign payouts to the various bets in our game so that the house expects to win at least $0.05 per game in the long run? Recall the set $S = \{20, 30, 40, 50\}$ of possible bets. We can use the generating function $F(z)$ to determine the probability $P(n)$ of reaching a sum of $n$ for any bet $n$ in $S$, but what about the twist that causes a player to lose if he reaches exactly half his bet?

Let $p(n, m)$ denote the probability of rolling a cumulative sum of exactly $n$ in repeated rolls of two fair dice without first reaching a sum of exactly $m$. To determine this number, we observe that the probability of rolling a sum of $m$, then continuing to also roll a sum of $n$ is $P(m)P(n - m)$. This means
\[ P(n) = p(n, m) + P(m)P(n - m) \] (to roll a sum of \( n \), either we reach a sum of \( m \) on the way or we don’t). From this observation we obtain \( p(n, m) = P(n) - P(m)P(n - m) \).

For **Rollette** we’re interested in \( p(n, n/2) \) for \( n \) in \( S \). As an example let’s determine an appropriate payout for a \( $1 \) bet on \( n = 20 \). *Mathematica* tells us \( P(20) \approx 0.140764 \) and \( P(10) \approx 0.147784 \), so \( p(20, 10) \approx 0.118924 \). Let \( x \) be the payout for a bet on \( n = 20 \). We need \( (1 - 0.118924) \times \$1 - 0.118924 \times \$x \geq \$0.05 \). Solving this inequality yields \( x \leq 7.40874 \). This means any payout less than \( \$7.41 \) for a winning bet on \( n = 20 \) guarantees the house at least \( \$0.05 \) per play in the long run. (For the sake of esthetics, a casino might choose to make the payout \( \$7 \) exactly.) Since \( P(50) \) doesn’t differ greatly from \( P(20) \), we would expect an appropriate payout for a bet on \( n = 50 \) to be similar to that computed above. In this case the amount is at most \( \$6.77 \) (see Figure 2).

<table>
<thead>
<tr>
<th>( n )</th>
<th>Payout</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$7.41</td>
</tr>
<tr>
<td>30</td>
<td>$6.83</td>
</tr>
<tr>
<td>40</td>
<td>$6.72</td>
</tr>
<tr>
<td>50</td>
<td>$6.77</td>
</tr>
</tbody>
</table>

Figure 2: Maximum payout for a winning bet on \( n \) that guarantees an average of at least \( \$0.05 \) per game profit for the house in the long run.

### 3 Formula.

Can we find an exact formula for \( P(n) \)? When repeated rolls of two dice determine this probability, as in the game described above, an exact formula is hard to come by. When we use a single die, however, we can find an exact formula.

Here we let \( P(n) \) denote the probability of obtaining a cumulative sum of exactly \( n \) in repeated rolls of a single die.

The probability of obtaining a particular sequence of \( k \) rolls with sum \( n \) is \((1/6)^k\). To find the probability that any sequence of \( k \) rolls sums to \( n \), we find the number of such sequences, and multiply the result by \((1/6)^k\).

We count sequences of rolls using the Principle of Inclusion and Exclusion (PIE). Let \( S \) be the set of all solutions to \( x_1 + x_2 + \ldots + x_k = n \) in integers \( x_i \geq 1, 1 \leq i \leq k \). We want the subset of \( S \) consisting of all solutions with \( x_i \leq 6, 1 \leq i \leq k \). Let \( A_i \) denote the subset of \( S \) containing all solutions with \( x_i > 6 \). Then \( \bigcup_{i=1}^k A_i \) is the set of solutions we don’t want, and \( S \setminus \bigcup_{i=1}^k A_i \) is the set of solutions we do want. The size of this set, \( |S \setminus \bigcup_{i=1}^k A_i| \), is the number of sequences of \( k \) rolls which sum to \( n \).

Now \( |S \setminus \bigcup_{i=1}^k A_i| = |S| - |\bigcup_{i=1}^k A_i| \), and we can use the PIE to compute the size of the union once we have computed \( |A_{i_1} \cap A_{i_2} \cap \ldots \cap A_{i_l}| \) for all subsets \( \{i_1, i_2, \ldots, i_l\} \) of \( \{1, 2, \ldots, k\} \), \( 1 \leq l \leq k \).
We begin with \(|S|\). How many integer solutions are there to the equation
\[x_1 + x_2 + \cdots + x_k = n\] with \(x_i \geq 1, 1 \leq i \leq k\)? This is equivalent to the number of ways to separate \(n\) identical balls into \(k\) distinct boxes so that each box contains at least one ball (box \(i\) contains \(x_i\) balls). If we let \(x_i = 1 + y_i\) (place one ball into each box to start), then \(|S|\) is also the number of ways to separate \(n - k\) balls into \(k\) boxes with no restriction (box \(i\) contains \(y_i\) balls in addition to the one we started with). To count such distributions, we view a particular arrangement of balls in boxes as a straight line of balls and dividers. We line up all the balls from the first box, then place a divider in the line to separate them from the balls in the second box; we line up the balls from the second box following the first divider, then place a second divider in the line to separate them from the balls in the third box, and so on. All together we have \(n - k\) balls and \(k - 1\) dividers. The number of balls in the line between the \((i - 1)\)st and \(i\)th dividers is \(y_i\), the number of additional balls added to box \(i\) after the first. Thus \(|S|\) is the number of linear arrangements of \(n - k\) identical balls and \(k - 1\) identical dividers. Of the \(n - 1 = (n - k) + (k - 1)\) positions in line, we choose \(k - 1\) for the dividers, and fill in the remaining with balls. There are \(\binom{n - 1}{k - 1}\) ways to do this. This means there are \(\binom{n - 1}{k - 1}\) solutions to \(y_1 + y_2 + \ldots + y_k = n - k\) in nonnegative integers, and therefore \(\binom{n - 1}{k - 1}\) solutions \(x_1 + x_2 + \ldots + x_k = n\) in positive integers. We have shown that \(|S| = \binom{n - 1}{k - 1}\).

In a similar way we can find \(|A_i|\), the number of solutions with \(x_i > 6\), \(|A_i \cap A_j|\), the number of solutions with \(x_i > 6\) and \(x_j > 6\), and so on. To do the latter we start with 7 ball in boxes \(i\) and \(j\) \((x_i = 7 + y_i\) and \(x_j = 7 + y_j\)). With these computations completed, we compute \(|S| - \left| \bigcup_{i=1}^{k} A_i \right|\).

\[
\sum_{i=0}^{k} (-1)^i \binom{k}{i} \binom{m - 6i - 1}{k - 1}
\]

This is the number of sequences of \(k\) rolls of a single die that sum to \(n\). The probability that a sequence of \(k\) rolls sums to \(n\) is therefore

\[
\sum_{i=0}^{k} (-1)^i \binom{k}{i} \binom{m - 6i - 1}{k - 1} \left(\frac{1}{6}\right)^k
\]

We sum over \(k\) to find the probability a sequence of any number of rolls has a cumulative sum of \(n\).

\[
P(n) = \sum_{k=1}^{\infty} \sum_{i=0}^{k} (-1)^i \binom{k}{i} \binom{m - 6i - 1}{k - 1} \left(\frac{1}{6}\right)^k
\]

This time the sequence \(\{P(n)\}_{n \geq 2}\) converges to \(2/7\).
4 Extensions.

*Rollette* is just one example of a game based on repeated rolls of two dice. The generating function $F(z)$ can also be used to compute probabilities for endless variations on this game. In addition one might consider games with more than one player, more than two dice, or loaded dice. How does the game change, for example, when the probability $p_i$ of adding $i$ to a cumulative sum is based on a process other than the roll of two dice? What is $F(z)$ in this case?
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